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ABSTRACT 

Air pollution in Indonesia, especially in urban areas, becomes a serious problem that 

needs attention. The air pollution will impact on the environment and health. In this 

research, the air quality will be classified using Support Vector Machine method that 

obtained from the sensor readings. The sensors used in the detection of CO, CO2, 

HC, dust/PM10 and temperature, namely TGS-2442, TGS-2611, MG-811, 

GP2Y1010AU0F and DHT-11. After testing, the results obtained with classification 

accuracy of 95.02%. The conclusion of this research indicates that the classification 

using the Support Vector Machine has the ability to classify air quality data. 

Keywords: Air Quality, Artificial Intelligence, Machine Learning, Classification, 

Support Vector Machine.    

 

1. INTRODUCTION 

 

Air pollution is an event in which air pollutant gaseous pollutants replace the 

function of air, so that it can disrupt daily activities [1]. As for some very dangerous 

pollutants such as carbon, NO2, SO2, particulate matter (PM) can affect the quality 

of life, health problems, and the environment [2][3]. Indonesia is one of the most 

polluted cities. This is evidenced by the 30% increase in vehicle growth, especially 

motorbikes [4]. The large number of vehicles results in high levels of air pollutants 

which have a negative impact on public health such as acute respiratory infections, 

bronchitis, skin irritations, and cardiovascular disease [5]. In 2015, 81% of the total 

emissions from forest and land fires that occurred in Indonesia resulted in 

greenhouse gas emissions [6]. Other than that, temperature changes caused by 

climate change directly or indirectly have a serious impact on human disease 

mortality or morbidity [7]. 
The Indonesian government has made various efforts in overcoming air pollution, 

including by issuing Peraturan Pemerintah No. 41 in 1999 concerning air pollution 

control [8]. Several research about control and prevention of air pollution have been 

done such as expanding green infrastructure, emphasizing multi-pollutant emissions 

reductions, and implementing car free days [9][10][11]. Meanwhile, the 

implementation of Autonomus Vehicle (AV) in research [12] has purpose to analyze 

the potential of AV in terms of reducing fuel consumption and greenhouse gas 

emissions from transportation, both technically and technically. However, various 

existing policies and efforts are not effective enough to overcome air pollution and 

also the lack of public awareness of the dangers of air pollution. 

Air quality monitoring is currently needed to evaluate the degree of air pollution 

objectively and predict pollutant concentrations accurately [13]. Currently, air 
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quality monitoring to measure particulate concentrations have been done by [14] 

[15]. However, these methods tend to be too expensive and too sophisticated for 

most people to use. The use of sensor nodes in air quality monitoring in research 

[16] have been done to measure air quality parameters. The proposed mobile sensor 

network can handle dynamic coverage successfully, but it is expensive to develop. 

The use of low cost sensors to measure air pollution have been done in research [17] 

[18]. However, a survey that done by [19] stated that the accuracy of using low-cost 

sensor is more prone to error, so it is less suitable if it is often used in harsh 

environments. Therefore, to improve existing air quality monitoring efforts, an 

accurate and efficient modeling method or technique is needed which can classify 

air quality. 

Several research for classification cases have been done and usually use an 

algorithms approach machine learning. Machine Learning is one of computer 

science that is capable of performing a task without being explicitly programmed 

[3]. There are several machine learning algorithms that can be used to classify air 

quality, such as Random Forest, Decision Tree, Support Vector Machine, and Deep 

Belief Network [20]. In the research [21] used the Artificial Neural Network method 

to classify the Air Pollution Index in Shanghai, but to improve the better results the 

ANN method needs to be developed. The Decision Tree and Naïve Bayes methods 

in this research [22][23] were used to improve the accuracy in classifying air quality, 

but the classification accuracy results were obtained only 85.71% and 86,663%. 
Recently, the PCA-Neural Network method was used to forecast the Air Pollution 

Index in Delhi, but the technique of approaching this method often not the best for 

air quality forecast for practical and operational reasons [24]. 

The use of an accurate model in classifying air pollution is very influential in 

decision making. This is useful in developing strategies for the environment, as well 

as protection in reducing damage to ecosystems and protect human health [25]. 

Several research in [21][22][23][24] have not been effective enough in classifying 

air quality in terms of time, technique, and level of accuracy. Therefore, a more 

precise and better performance method is needed in classifying air quality. The 

Support Vector Machine method is proposed to classify air quality, because it has 

excellent performance in terms of accuracy, complexity, and can solve small, 

nonlinear and high dimensional estimation problems [26][27]. This is evidenced by 

research [28], [29], [30], [31], and [32] where the classification performance with 

high accuracy performance is above 90%, 93.2%, 97.01%, 98, 53%, and 100%. 

Support Vector Machine are not only known for its good accuracy performance, 

but the feasibility of applying SVM is also examined as evidence of the superiority 

of this method in various classification cases. Research on [33] has successfully 

applied the SVM method to predict solar radiation in various climatic regions of 

China. The comparison of method for air quality forecasting was done in [34], 

however from the performance side with different time series it was stated that SVM 

was superior in predicting air quality parameters. Furthermore, implementing SVM 

provides a flexible and scalable tool for implementing sophisticated solutions with 

dynamic and non-linear data in terms of methods, techniques and alternatives [35]. 

Another advantages of SVM is also stated in various cases in research [36] and [37]. 

In this research, the feasibility of implementing SVM and the advantages offered 

by the SVM method will be used to classify air quality from the monitoring results 

based on five air pollutant parameters. The classification results with Support Vector 

Machine able to describe the current air quality conditions. The goal of this research 
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is to apply the Support Vector Machine method in classifying air quality and see the 

classification accuracy performance using Support Vector Machine method. 

 

 

2. AIR QUALITY CLASSIFICATION 

 

To get good air quality classification performance, sensor technology and 

machine learning with appropriate classification method are needed. Several 

research on air quality monitoring was done by [3], [38], [39], but this method can 

only be used in non-linear or linear problems. SVM is a method that can be used in 

classification problems in both linear and non-linear cases [40]. Comparisons 

between classification methods have been done in various air quality monitoring 

research [40], [41], [42], and [43], but in terms of data computation and 

classification performance, SVM is superior. A brief explanation of them is given as 

follows: 

 

2.1 AIR QUALITY MONITORING SYSTEM DESIGN 

 

This section will describe the results of the research which provides a 

comprehensive research of the performance of the air quality monitoring system. 

The block diagram proposed in the monitoring system consists of a sensing unit, the 

controller unit, and the output data from the sensor shown in Figure 1(a). The 

development of sensor technology has led to the rapid growth in being able to 

detect, measure and collect information from the real world (weather conditions, 

quality air) [44]. Therefore, the use of integrated gas sensors is an alternative way of 

monitoring and characterize air quality [45]. 

 

 

 

 

 

 

 

       

 

 

 

(a)                (b) 

FIGURE 1. (a) Block Diagram of Air Quality Monitoring System Design, (b) 
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FIGURE 2. Air Quality Monitoring System to get the data 

 

In this research, using an "Air Quality Monitoring System" which consists of 

five sensors, namely TGS-2442, TGS-2611, MG-811, GP2Y1010AU0F, and DHT-

11. The five sensors will be connected to the Analog Digital Converter (ADC) 

which will enter the Raspberry Pi input for processing (See Fig. 1a). The sensors 
will detect pollutants around the system, so that the sensor readings are generated. 

Each sensor reading that is read by the system will be classified using SVM and the 

classified data will be sent to the database using the internet network, so that data 

information that has been sent to the database can be viewed from laptop (See Fig. 

2). 

 

2.2 SUPPORT VECTOR MACHINE 

 

Support Vector Machine (SVM) is a machine learning algorithm that can help 

solve big data classification problems [46]. It was first introduced by Vapnik in 1979 

[47]. To achieve this goal, Figure 3 is divided into three parts, namely training data, 

machine learning algorithms and models. In this research, this machine learning uses 

the SVM algorithm based on training data to form a classification model. The 

classification model is used to classify the tested sample, namely the output data 

from the sensor. Machine learning for air quality prediction is an efficient and 

convenient way to solve several related environmental problems [45], and 

automatically learnt the information and easily recognizes the complex patterns [48]. 
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FIGURE 3. Block Diagram of the SVM Classifier 

 

 

Classification problems in SVM can be limited to consideration of two class 

problems without loss of generality [49]. The goal is to separate the two classes, so 

as to produce a classifier that will work well. Figure 4 shows that there are many 

possible linear classifiers that can separate the data [2]. This linear classification is 

called the optimal separator hyperplane. However, the goal of SVM is to draw an 

optimal line to separate the two classes with maximum separation margin. This idea 

can be conceptualized to create an optimization problem [47]. 

 

 
FIGURE 4. Optimal Separating Hyperplane 

 

 

Based on the training data set in Figure 4 with input ∈ and output ∈ ±1: 

     (xi, yi) ∈ R1 * {±1}, i = 1, …… N  (1) 

 

There are two classes, where '+1' represents one class, and '-1' represents another 

class. After training, it is expected that the decision functions are given by: 

    fw, b(x) = sgn(w.x + b)    (2) 
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Here w is the coefficient vector and b is the bias of the hyperplane. 'sgn' represents 

the bipolar sign function. Ideally, the following conditions should be satisfied by the 

hyperplane of the classifier. 

     yi[w.xi + b] ≥ 1, i = 1,2, …….., N  (3) 

 

Among all satisfying separating hyperplane, the hyperplane with the maximum 

distance to the nearest point is considered as the optimal separating hyperplane. 

Depends on: 

     yi[w.xi + b] ≥ 1 - ei, i = 1,2, …… .., N (4) 

 

where ei is the variable slack> 0 which allows to manage when the ideal hyperplane 

(3) is not possible. 

 

The feasibility of implementing SVM is examined through a comparison of the 

performance of three kernels namely linear, polynomial, and RBF [31]. The SVM 

algorithm does not consider whether the data is balanced or not. However, the 

problem of unbalanced data is a challenging problem to build a strong classification 

models [50]. Kernel parameters have a great influence on the complexity and 

performance of the prediction model. Hence, model selection in SVM involves 

kernel parameter [50]. Therefore, machine learning algorithms in classification are 

very important in order for decision making to get good predictive results (See Fig. 

2). In this research, the air quality monitoring system will detect five pollutant 

pollutant parameters namely CO, CO2, HC, dust/PM10, and temperature through 

sensors contained in the "Air Quality Monitoring System". The five pollutants are 

used because they are most contribute for air pollution problems. The use of the 

SVM algorithm here aims to classify each sensor reading into three classifications, 

namely Normal, Moderate and Hazardous and to see the classification performance 

obtained by SVM. Overall, the results of this research are only presented in the form 

of simulations and classification in the real experiment. 

 

2.3 PREPROCESSING DATA 

 

At the data collection stage, the observed data were five air pollutants consisting 

of CO, CO2, HC, dust/PM10, and temperature. This data is obtained during testing 

from the results of air quality monitoring in the form of sensor readings. After the 

sensor readings are obtained, an image of the input space of the five pollutants will 

be generated which will then be processed using the Support Vector Machine 

algorithm. 

 

TABLE 1 

Sensor Readings Data Structure 

 

Data testing to- 

Air Quality Parameters 

CO 

(ppm) 

CO2 

(ppm) 

HC 

(ppm) 

PM10 

(µg / m3) 

Temperature 

(° C) 

1. A1,1 B1,1 C1,1 D1,1 E1,1 

2. A1,2 B1,2 C1,2 D1,2 E1,2 

… … … … … … 

100 … … … … … 
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Based on the results of the sensor readings obtained in Table 1, then the data 

processing was did using the model that has been generated (See Fig. 3) as a 

reference in classifying the testing data. The Support Vector Machine algorithm will 

recognize patterns in the testing data to find the best hyperplane in the input space. 

After obtaining the hyperplane, it can be seen the classification results of the 

separation of two different classes. 

 

 

2.4 CLASSIFICATION PERFORMANCE 

 

In this research, the results of the classification can be evaluated by counting the 

number of correct predictions and the number of wrong predictions from the test 

results. This evaluation aims to see the accuracy of the classification of the Support 

Vector Machine method in classifying air quality. Classification accuracy results in 

a presentation of the accuracy obtained by statistical calculations. Classification 

accuracy indicates the effectiveness of the classifier as a whole. The higher the 

accuracy value, the better the classifier's performance in classifying the data. 

 

 

3. RESULTS AND DISCUSSION 

 

3.1 TRAINING DATA 

 

The training data that was used is a datasheet that contains the range of the 

reading values for each sensor. Each sensor reading value will be labeled into three 

classification parameters, namely Normal, Moderate, and Hazardous. After the 

training data is labeled, a learning process was did using the SVM algorithm to 

produce a model.This model will be used repeatedly to classify air quality during 

testing. 

To ensure the efficiency of the model formed, a model suitability test was did 

using kernel functions. It aims to train the model and classify the training data prior 

to classification on the testing data, so that optimal classification accuracy 

performance is obtained. Table 2 shows that the linear kernel function is better than 

other kernel functions, where the classification accuracy results with the linear 

kernel function on the training data are 1.0, which means 100%. 
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TABLE 2 

Performance Results of Kernel Function Metrics 

 

Kernel Class 
Performance Metrics 

Precision Recall f1-score 

Linear 

0.0 1.00 1.00 1.00 

1.0 1.00 1.00 1.00 

2.0 1.00 1.00 1.00 

Polynomial 

0.0 0.90 1.00 0.95 

1.0 1.00 0.88 0.94 

2.0 1.00 1.00 1.00 

Gaussian 

0.0 0.92 1.00 0.96 

1.0 1.00 0.88 0.93 

2.0 0.93 1.00 0.97 

Sigmoid 

0.0 0.53 0.40 0.46 

1.0 0.00 0.00 0.00 

2.0 0.20 0.56 0.30 

 

 

3.2 CLASSIFICATION RESULT IN REAL EXPERIMENT 

 

After obtaining the model from the training data process, then the testing 

process was did in realtime. During the monitoring process, all sensor readings read 

by the system will be sent and stored in a database via the internet network. Table 3 
is a sample of some of the sensor readings obtained during the air quality monitoring 

process. 

In Table 3 for the first testing data, the CO reading is obtained 

65.05427165161836 ppm, the CO2 reading is 389.78644953558114 ppm, the result 

of the HC reading is 477.6918101185048 ppm, the PM10 reading is 

32.45577586533722 µg/m3, and the temperature reading is 31°C. From the results of 

the first sensor data testing, the weather conditions are classified as Normal (0.0). 

Then in Table 3 for the fourth testing data, the CO reading is 54.64650086317481 

ppm, the CO2 reading is 1843.7651698689584 ppm, the result of the HC reading is 

417.27261578493238 ppm, the PM10 reading is 28.393486747808696 µg/m3, and 

the temperature reading is 31°C. From the results of sensor readings on the fourth 

testing data, the weather conditions are classified as Moderate (1.0). However, there 

is a significant difference in the results of CO2 readings between the first testing data 

and the fourth testing data, where the fourth test data obtained a fairly high CO2 

reading, namely 1843.7651698689584 ppm. This is what causes the fourth testing 

data to be classified as Moderate (1.0) compared to the first testing data which 

results in a smaller CO2 reading, which is equal to389.78644953558114 ppm. In 

addition, this increase in CO2 occurs due to the large amount of pollution from 

vehicles passing by at that location, so that the system detects a high enough CO2 

level and causes it to be classified as Moderate (1.0). 

 

 

 

 

 

 

 

 



 

 

Computer Engineering and Applications Vol. 10, No. 1, February 2021 

 

ISSN: 2252-4274 (Print)   63 

ISSN: 2252-5459 (Online) 

TABLE 3 

Sensor Reading Results 

 
Data 

testing 

to- 

Air Quality Parameters 
SVM 

Classification 
CO 

(ppm) 

CO2 

(ppm) 

HC 

(ppm) 

PM10 

(µg / m3) 

Temperature 

(ºC) 

1. 
65.054271

65161836 

389.78644

953558114 

477.69181

01185048 

32.455775

86533722 
31 

Normal 

(0.0) 

2. 
48.277323

25043189 

600.05560

619438756 

333.75041

724491183 

16.227887

93266861 
33 

Moderate 

(1.0) 

3. 
48.189315

16672642 

607.92242

444088123 

334.15687

0071636 

14.526405

580619478 
31 

Moderate 

(1.0) 

4. 
54.646500

86317481 

1843.7651

698689584 

417.27261

578493238 

28.393486

747808696 
31 

Moderate 

(1.0) 

5. 
52.097525

9949802 

243.77544

906884802 

312.96468

0575164 

16.844675

285286424 
31 

Normal 

(0.0) 

6. 
66.071253

95221487 

257.68703

328128635 

372.76423

34668252 

23.161428

51726883 
29 

Moderate 

(1.0) 

7. 43.955148

47289677 

428.44144

180750584 

330.65065

93298363 

23.629336

164082343 

32 Normal 

(0.0) 

8. 49.682193

03106359 

317.32853

440029663 

303.64700

19520548 

22.331955

87064488 

32 Normal 

(0.0) 

9. 48.525049

7082695 

678.75804

69789775 

335.44723

91373159 

14.143572

051408425 

30 Moderate 

(1.0) 

10. 14.837511

001010464 

431.43596

20328103 

382.40092

76896286 

14.122303

52200781 

30 Normal 

(0.0) 

11. 63.942762

15000489 

342.61239

668414873 

474.28549

645179424 

30.669219

395685634 

33 Normal 

(0.0) 

12. 65.539945

89132631 

308.40598

893441415 

352.53950

13478226 

22.289418

81184365 

29 Normal 

(0.0) 

13. 49.307343

785651426 

402.46533

8270746 

359.83673

710446675 

22.119270

576638737 

32 Normal 

(0.0) 

14. 56.331692

68880994 

405.29452

59921079 

336.60600

299551584 

23.310308

223073132 

31 Normal 

(0.0) 

15. 55.891652

270282606 

377.01831

29726944 

294.36778

63472507 

22.650983

811654093 

33 Normal 

(0.0) 

 

The increase in CO2 continues to increase in line with the increasing number of 

vehicles passing by at that location. The amount of pollution from these vehicles is 

one factor in increasing CO2. The 12th testing data shows the results of testing data 

classified as Normal (0.0) where the CO2 and temperature readings obtained are 

relatively small, namely 308.40598893441415 ppm and 29°C. This is because the 

number of vehicles available is small and the sky is cloudy, causing a drop in 

temperature at that location. 

In Table 4 is a sample of some of the sensor readings that have 

misclassification. From Table 4, classification errors occur because the temperature 

readings obtained are dominant outside the normal limits. This can also be proven 

through the weather conditions observed at https://weather.com. In addition, 

misclassification also occurred in the first testing data where the CO2 reading results 

obtained were 6005.21308876887 ppm. At that time, the sensor readings obtained 

were classified as Moderate (1.0). Classification errors obtained during testing are 

caused due to system instability, so that the system is unable to produce the correct 

sensor reading values. This also causes the sensor readings to not be classified 

properly. Overall, the total of 2045 testing data obtained during testing and the 

https://weather.com/


Ade Silvia Handayani, Sopian Soim, Theresia Enim Agusdi, Nyayu Latifah Husni 

Air Quality Classification Using Support Vector Machine 

  

64  ISSN: 2252-4274 (Print) 

  ISSN: 2252-5459 (Online) 

classification using the Support Vector Machine method was proven have a good 

performance of accuracy, namely 95.02% with a misclassification of 4.98%. 

 

TABLE 4 

Misclassification Results 

 
Data 

testing 

to- 

Air Quality Parameters 
SVM 

Classification 
CO 

(ppm) 

CO2 

(ppm) 

HC 

(ppm) 

PM10 

(µg / m3) 

Temperature 

(ºC) 

1. 
9.9057987

54848593 

6005.2130

8876887 

416.889462

24154716 

20.949501

459604956 
26 

Moderate 

(1.0) 

2. 
65.993024

54447668 

277.05383

51905071 

369.751877

71522377 

22.778594

98805778 
13 

Normal 

(0.0) 

3. 
35.871443

00661691 

306.56379

266838303 

296.946641

48624645 

24.565151

457709366 
17 

Normal 

(0.0) 

4. 
45.483881

48244727 

664.50400

884908044 

308.865269

49902327 

23.905827

04629033 
32 

Normal 

(0.0) 

5. 
37.465367

189282574 

428.02316

56302729 

409.115478

33585604 

124.65041

233416996 
35 

Normal 

(0.0) 

 

 

3.3 CLASSIFICATION IN SIMULATION 

 

The following is a simulation of the test results which can be seen in Figures 5, 6 

and 7. Figures 5, 6, 7 are the simulation results of the SVM classification from the 

testing data. Figure 5 describes normal data and unnormal data. So, basically SVM 

method can only distinguish two classes, namely +1 and -1. In Figure 5, SVM 

distinguishes which class is classified as normal (+1) and which is classified as 

unnormal (-1). If the data distribution is included in the normal area, it means that 

the sensor readings obtained in that area are classified as normal. However, if the 

data distribution is included in the unnormal area, then proceed to the next step, 

which is to check again whether the sensor readings in that area are classified as 

moderate or unmoderate. 

 

 
FIGURE 5. Normal classification simulation results on testing data 
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FIGURE 6. Simulation results of the Moderate classification on the testing data 

 

Figure 6 shows the results of the data distribution for moderate and unmoderate 

use of the SVM method. It can be seen that the distribution of data is included in the 

moderate area, meaning that the sensor readings obtained in that area are classified 

as moderate. However, if the data distribution is included in an unmoderate area, 

then proceed to the next step, which is to check again whether the sensor readings in 

that area are classified as hazardous or unhazardous as shown in Figure 7. 

 

 

 
FIGURE 7. Simulation results of Hazardous classification on testing data 

 

 

4. CONCLUSION 

 

The results of this research can be concluded that the Support Vector Machine 

method has been successful in classifying air quality from the sensor readings. The 

stability of the sensor can affect the success in data classification. The classification 

accuracy performance obtained was 95.02%. This is evidenced by the results of the 

test data simulation which are able to separate two different data classes. In this 
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research, the use of sensors that are not properly conditioned can cause the system to 

produce incorrect sensor readings, which can lead to misclassification in testing. 
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